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B Background

In software development, method names provide significant -
public int getBooleanValue()
information of program functionality with developers. {
String value = super.getValue();
However, method names could also be confusing, making try {
return Integer.parselnt(value);
programs even harder to understand and more error-prone. } catch (NumberFormatException ) {
, . // TODO: validation handling/logging
To ease developers’ burden on method naming, many throw (e);
approaches have been proposed to improve the naming ) /
guality and code readability.
The original method name is inconsistent with its function and
we should replace it with a better name such as 'getintValue'.

Taski1: detect inconsistent method name

Task2: recommend a high-quality method
name as candidate

"

Phil Karlton: "There are only two hard things in Computer Science: cache invalidation and naming things.



B Related Work

Contextual
sentence

Source
Embedding

Encoder RN /1

Attention

Decoder RNN 5

Target ¥y
Embedding

Method name

MNire first generates a candidate

name with a RNN-based model and
compares the current name against it.

Generate-then-Compare

Final Distribution

L Attention
Distribution
1

sajels UappIH
19po3aq

- Loal
| Contoxt <START>  get

37: g

12 &3 - N—- -

i §§{|F|~|k|~'"*|* }
g ¥ t 1.1

ord]

v
Input: Token Sequence with Indicators Output: Method Name

[2]
Cognac

Cognac guides method name
recommendation with local and
global contexts.

Global Context

/2|
— Embedding

Documentation

commn
Code
m Embedding

Local Context

[ -) Code

Project-specific
Context

Project

Project Context %
Encoder
mOwe0O0R0)|

Invoked Weight

[3]
GTNM
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employs a transformer-based neural
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All models of previous deep learning based methods are trained from scratch,
learning two distinct objectives simultaneously:

) Learn the semantic representation of PL & NL

) Learn the relationship between method name and its implementation

The misalignment between the two optimizing objectives decreases the efficiency of
training and thus leads to sub-optimal results.



Most recent method name consistency checking approaches, including MNire and
Cognac, follow a generate-then-compare strategy to detect inconsistent method
names, facing difficulty measuring the semantic consistency.

protected void doSetup(Context context) {

super.bindCurrentConfiguration(context.getConfiguration()); Generated name: doBindCurrentConfiguration
}
Original name: doSetup
hdk\ imilarit - 0.286 < threshold
) numO fSharedTokens(p, ¢) similarity = ~ U. < tnresho
Sim(p,c) = / L y (4+3)*0.5

(numO fTokens(p) + numO fTokens(c))/2

However, method names with completely different sub-tokens could be semantically similar, while
names with high lexical similarity could have totally different meanings. Thus, we need to develop a
new approach to detect inconsistent names without requiring calculating lexical similarity.



I Approach
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I Approach

Training Method Name Consistency Checking Model
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* How to detect inconsistency without calculating lexical similarity
* Model this problem as a binary classification task directly and train a 2-
class classification model to detect.
* But how to collect enough classification training data?
* Collect enough training data for method name consistency model training
* Consistent Examples: Easy to acquire. (from MNR dataset)
* Inconsistent Examples: Difficult to collect (no open large dataset, and
also almost impossible to crawl from OSS community)
* Another important point is that even inconsistent method names are
usually closely related to its context.
* Thus, we need Related-but-Inconsistent names as training

examples (hard negative mining).

mcc
Model
—>

Training Data )

[Contexts] | |The| | Method | Name is | |[[MASK]
'

P
|Positive|

Negative

1
=|\ - \ 4

! Good (label: consistent) < MLM
\ d (label: inconsistent) v/ Head
kEdit-based Corruption E /

C. Method Name Consistency Checking

= QOptionl: Random sample names from other methods

as inconsistent (inconsistent, but not related)

Option2: Random sample names from other
methods within the same file as inconsistent
(close, but not necessarily inconsistent)

Option3: Corrupt the original name to make it
slightly different (related and inconsistent ) v



Approach

How to corrupt the original name to make it close-but-inconsistent?

* |tryto follow the idea of BART to corrupt the original method name
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Figure 2: Transformations for noising the input that we experiment with. These transformations can be composed.
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B Evaluation

Method Name Recommendation Task

TABLE III
RESULTS OF METHOD NAME RECOMMENDATION

1. Focus on learning method name recommendation with

Dataset |Approach |Precision Recall Fl-score EM Acc

better understanding of NL & PL tokens from pretrained model Code2vee | 234 2 214 -
Javacsmall | MNire 448 38.7 415 155

Cognac 67.1 59.7 63.2 -
| AUMENA |  69.6 67.6 68.6 443

i i - i Code2vec 364 27.9 31.9 -
2. Fully e_pr0|t the knowledge and capacity of pre-trained | e o e oy

model with prompt-tuning Cognac | 648 573 608 -
| AUMENA | 72.6 71.4 72.0 50.9

Code2vec 44.2 38.3 41.6 -

TABLE 1 :

MN 63.1 59.0 61 374

STATISTICS OF THE MNR DATASETS Java-large Cog[llfi 714 61.9 66.3 ‘
| AUMENA | 740 73.2 73.6 553

Datasets | Train Validation  Test

Code2vec 51.9 39.8 45.1 35.6
Java-small 643K 31K 45K MNire 66.3 62.1 64.2 42.6

Java-median | 2,711K 389K 369K MNire’s Cognac 70.2 66.8 68.5 -
Java-large | 13,442K 305K 403K GTNM 770 74.1 75.6 62.0

MNire’s 16,580K 3,982K 267K | AUMENA | 851 84.3 84.7 71.0




B Evaluation

Method Name Consistency Checking Task

1. Better initialization from pretrained model

2. Improving the overall accuracy via measuring semantic consistency instead of calculating lexical similarity

TABLE IV

RESULTS OF METHOD NAME CONSISTENCY CHECKING

| DebugMethodName[8] | MNire[20] | DeepName[21] | Cognac[12] | AUMENA* | AUMENA

Precision 56.8 62.7 72.3 68.6 84.4 81.9

Inconsistent Recall 84.5 93.6 92.1 97.6 70.1 78.9
F-score 67.9 75.1 81.0 80.6 76.6 80.4

Precision 72.0 84.2 86.4 96.0 74.4 79.7

Consistent Recall 38.2 56.0 64.8 55.6 87.0 82.6
F-score 499 67.3 74.1 70.4 80.2 81.1

Overall Accuracy | 60.9 68.9 | 75.8 76.6 78.6 80.8
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Case Study

Capable of measuring semantic consistency instead of totally depending on lexical similarity

protected void checkExpiration() { 1
long timeout = maxIdleTimeout;
if (timeout < 1) §{
return;

}

if (System.currentTimeMillis() - lastActive > timeout) {
String msg = sm.getString("wsSession.timeout");
doClose(new CloseReason(CloseCodes.GOING _AWAY, msg),
new CloseReason(CloseCodes.CLOSED ABNORMALLY, msg));

Ground Truth: Consistent

MNire: Inconsistent (MNR result: doClose)

AUMENA#*: Inconsistent (MNR result: checkldleTimeout)
AUMENA: Consistent

public Properties getSystemProperties() {

return sysProps;

}

Ground Truth: Consistent

MNire: Inconsistent (MNR result: getSysProps)
AUMENA*: Inconsistent (MNR result: getSysProps)
AUMENA: Consistent \

public void insertTuple(int fieldId, Tuple tuple) {
this.put(fieldld, tuple.asDatum(tieldld));

}

Ground Truth: Consistent

MNire: Inconsistent (MNR result: set)
AUMENA*: Inconsistent (MNR result: put)
AUMENA: Consistent

public int getBooleanValue() { 4
String value = super.getValue();
try {

return Integer.parselnt(value);

} catch (NumberFormatException ) {
// TODO: validation handling/logging
throw (e);

}

}

Ground Truth: Inconsistent

MNire: Consistent (MNR result: getValue)
AUMENA*: Consistent (MNR result: getIntValue)
AUMENA: Inconsistent v/

Fig. 4.

Some examples from MCC testset
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I Quality and Length Analysis
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B Conclusion

Method names provides significant information
for program comprehension.

Current approaches face difficulty in training sufficiently
and measuring semantic consistency.

B Background

Most recent method name consistency checking approaches, including MNire and

public int getBooleanValue()
i Cognac, follow a generate-then-compare strategy to detect inconsistent method
String value = super.getValue(); names, facing difficulty measuring the semantic consistency.
try {
return Integer.parselnt(value);
X protected void doSetup(Context context) {
} catch (NumberFormatException e) { uperbindCurrentC: geiC ion(); Predict name: doBindCurrentConfiguration
// TODO: validation handling/logging }
throw (e); Original name: doSetup .
1
} _ numO fSharedTokens(p, c) * similarity = —————— = 0.286 < threshold
} Sim(p.€) = G0 Takens(p) + mumO Tokens(@)/2 (4+3)%05
The original method name is inconsistent with its function and However, method names with completely different sub-tokens could be semantically similar, while
we should replace it with a better name such as ‘getintValue'. names with high lexical similarity could have totally different meanings. Thus, we need to develop a
new approach to detect inconsistent names without requiring calculating lexical similarity.

Leveraging hard negative mining and prompt Outperform all baselines in metrics and also perform
well on naming standards.
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